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Development of camera and instrument simulations for space exploration requires the
developinentof scientifically accuratemodels of the objects to be studied. Several planned
cometary missions have prompted the development of a three dimensional, multi-spectral,
anisotropic multiple scattering model of cometary coma.  Pre-exist ing single processor
codes have been adapted to multi-threaded and distributed processing implementations.

1. Comet coma illumination modeling

Modecling of spacecraft imaging systems for cometary missions requires a high fidelity
illumination and luminosity niodel of the cometa ry coma. The light distribution and
luminosity of com ctary coma is complex p roblem that is not adequately addressed by
conventional isotropic radiation transfer techniques. The oplical cross sections due to dust
and gas concentration vary by 4 or more orders of magnit ude across the spatial region of
interest. The optical density has significant small scale structure near the comnpact dust
and gas jets that are emitted from the cometary nucleus. The length scale of interest
varies from ~ 10°meters far from comet nucleus to of order 10 meters at the surface of
the nucleus. The sunlight scattered from the dust is highly non-isotropic in distribution.
These characteristics have prompted the devel opment of anillumination, light distribution
and rendering code that is fully three- dimensional, incorporating anisotropic multiple
scal tering, and progressive refinement of the computational grid.

1.1. Radiosity solutions

In general volu me rendering of attenuating, non-isotropic scattering objects is quite
computationally expensive. While analytic radiosity methods for non-transparent objects
and envirommnents are fairly com mon, the computational cost of solving a (N voxel x
M direction bin)? element (albeitl sparse) matrix for reasonable spat ial and directional
discretization restricts these solutions to small problems. Iterative Monte Carlo radios-
ity solutions to the full multiple scattering problemallow atrade off of computational

*This work w as carried out for Model based Plar ietary Data Analysis Task at the Jet Propulsion
Laboratory, California Institute of Technology, under the contract with the National Aeronautics and
Space Administration. The funding was provided by the Information Systems Branch of Code STI/NASA
and the office of Mission to Planct Farth as a part of NASA’s High Performance Computing and
Connmunication programn.



resources and precision.

In one of the more common problems addressed in the literature, that of clouds, the
albedo is very high 2~ 0.99 requiri ng many multiple scattering passes be made for adequate
accuracy of the filial light distribution. Various methods have been developed to reduce
the cost of these Monte Carlo multiple scattering calculations[1][3], however they tend to
sufler from “beaming” or other artifact ts[3]. Since the low albedo of the comet dust >~
0.04[6] incans that any scattered light is much more likely to be absorbed that to undergo
an additional scaticring, the low albedo cor na requires many fewer multiple scattering
iterations for a acceptablelevelof accuracy. A straight forward Monte Carlo approach
with asemi-analytic light intcraction, attenuation, and directional scaltering model gives
a scientifically valid visualization without the known artifacts of the afore mentioned
approaches.

2 . Fully three dimensional model of the coma

Previous comet models have generally been cylindrically or spherically symmetric.
These models have been quite successful for the extended coma at large distances {rom
the comet nucleus. However, comets are believed to emit a large fraction of their dust and
gas via compact jets emitted from the suni-ward side of the nucleus. These jets are quite
dense compa red to the expa nded coma, and may include relatively high albedo (~ 0.5 or
morc) water ice. In general these jets arc though to be at fixed positions on the comet
nucleus surface, however the tumbling comet nucleus rotates these jets in and out of th
sunlight, turning themon and off with cach rotation. As these jets move ofl nto space,
they produce significant structure inthe far cornaand tail of the comet. Modeling of the
light fromcomipact dust and gas jets emitted from the comet nucleus requires a full three
dimensional spatial grid.

3. Computational structure

The generated dust and gas distributions are binned ina Cartesian grid of cubic volume
clements (voxels). Progressive refinement of the grid is used to achieve the increased
spatial resolution near the nucleus needed to resolve nuclear dust and gas jets, as well as
to adapt to the steeply falling dust density (r~ 2%)[4] as a function of distance from the
comel nucleus.

The cometary dust has a very non-isotropic visible light scattering phase function. To
keeptrack of the direction of thescattered light, cach volume element is directionally
discritized into N x N angular bins.  The number of direction bins may be varied for
voxels across the grid, as low dust densily regions, and/or regions that received little
scattered light may be described with fewer direction bins. For regions where multiple
scat tering is considered to be unimportant, the directional discret ization may be replaced
by ananalytic function deseribing the light emission direction from the voxel.

Physical models of the time evolution of the ¢jected dust indicate that dust particles
decay to smallersizes[5]. 1l is expected that the phase angle of light scattered from the
larger particles near the cometary nucleus will be substantially different that the scattering
phase distribution of the light scattered from smaller particles far from the nucleus. Fach
volume element canhave an individual scat tering phase function, select ed from a set of



anal ytic phase functions,
For the purposes of this paper asingle scattering phasc function was used for the entire
grid, and the dircctional discretization was fixed at 100 direction bins/voxel.

4, Multiple Scattering

Unlike multiple scattering inhigh albedo, high optical thickness objects like clouds,
multiple scattering inacometary dust corna is a minor eflect.  The average al bedo of
comet dust is of order a o 0.04, with significant increases from this value found only in
dust and gas jets near the nucleus. 'I'hie solar-nucleus optical depth wg. is generally less
than 1. The additional precision gained from cach multiple scattering simulation is of
order (1 ¢-ws, << 0.04. Thus first order Monte Carlo scattering is the highest order that
is normally done, though given suflicient resources any order of multiple scattering can
be computed. Though the Tight distribution in the comet coma is an off line (non-time
critical) calculation, ari parallel processing version of this code was developed in order
to shorten the typical 20 hoursingle p rocessor calculation time for cach Monte Carlo
scaltering step.

T'he multiple scattering solution is generated by a Monte Carlo propagation of light
bundles from each voxel. As these light b unidles are propagated across the grid, light is
deposited in traversed voxels in proportion to the calculated cross section and path length
in that voxel. Any light deposited is then subtracted from the origin voxel. At the end
of cachiiteration, cachvoxel contains anarray describing the angular distribution of the
light that ecscapes the grid, as well as another array that contains light deposited from
scattering light originating in other voxels. Thissccond array of light newly deposited in
the voxel is then used for any subsequent multiple scattering iterations.

At the end of all the Monte Carlo multiple scattering interations, t he various arrays
with thelight values arc reduced to asingle array containing the directionally dependent
luminosity of that voxel as scen from outside the grid. Inorder to calculate tile correct
illumination for view points that arc inside the grid, this luminosity is corrected for the
directionally dependent attenuation between cachy voxel and the edge of the grid in that
direction.

Two implementations of the Monte Carlo multiple scattering code were developed; a
distributed processing versionimplemented in MP1[7], running on a cluster of workstations
and4 processor mini-computers, and a threaded version running 011 a 32 processor SGI
shared memory machine.

4.1. Multiple Scattering via distributed processing

Since the single scattering phase function is peaked strongly inthe forward direction[§],
the grid data is distributed to caclip rocessor in strips along the sunlight divection. Light
bundles that cross to another processor’s data domain are passed to that processor inari
MPI data structure. Thie number of interprocess communications increase rapidly as a
function of the number of processors. Comets have ahead & tail structure requiring that
the grids have an aspect ratio of 2:1 or more. As theaspect ratio increases, the fraction
of total pliotons (1 nessages) that cross from one processor region to another increases
rapidly. Figure 1 illustrates this, withthe horizontal division representing regions of the
grid allocated to two diflerent processors, ancl the small boxes representing voxels within



that region.

gid I ALaras
TN\ e S mamamamananunaNEEEEE Processor A
COT 0 N T o T e
’ﬁr’if}’k{:f“ffﬁ mins SAREEE G
8l Atisdtitoniddsisisdsigisusdsunisigsuens Processor B
coToracacararacocororaricRrararaarararis
Cararacacararacacaracococorararacararafns
Sl afadararadafnaladacadadaenensaralacnd iy

Iigure 1. Schematic of scattered light propagation. The light scatiering is dominantly in
the forward direction (to theright), so the grid is distributed to the processors in strips
along the initial light propagation direction.

The Cartesian axes are defined such that the initial plane parallel sunlight travels in
the 4z direction. During the propagation of scattered light, light bhundies are passed
to ncarest neighbor processors along the x and y axis, if they cross the grid boundaries
assigned to cachi processor. '1'hesc light bundles are buflered, and passed along once 1 00
of themaccumulate. These passed light bundles are received and processed, and the
resulting photons are cither passed along the next processor, 01 escape the edge of the
grid. Yacl) processing of passed photon Putidies prod yees a1y equivalent sized buffer of
accounting data that is broadcast to all processors. Though the volume of accounting
data broadcast by cach processor is lincar with the total number of processors, these
accounting packets are computationally inexpensive compared with the propagation of
the photon bundlies.

For the following table, every voxelinthe grid had 100 direction bins, with a total of
1000 photon bundles generated for cach voxel . Three SG1 Onyx machines, cachy with 4
processors were used, asingle processor SGlTmpact and a dual-processor SG1 Octane. All
machines have similar CPUand clock si seeds, with the aj or differences in the amount
of physical memory. cf. Table 2. The non -Onyx machines were only used for the twelve
processor vaus. The Onyxmachines MPl package uses a shard MCIory message passing
mechanisin where possible; greatly incrcasing the speed of communication between pro
cesses resident on the same machine. The inclusion of the Impact and Octane resulted
inincrease of computationtime rather than a decrease, possibly because of the inereased
communication time. Additionally, these machines have a much smaller amount of phys-
ical memory, and may have been paging, thus greatly effecting the efficiency of these
runs.
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Figure 2. Devine-Ney scattering amplitude as a function of angle.

4.2. Threaded Multiple Scattering
All of the threaded runs were performed 011 an 32 node SG1Originwith 8 GI3 of physical

memory. Iach thread was assigned a set. of voxels, selected by their indexin the grid.
Though the index advariced most rapidly in z, this scheme does not fully isolate cach
threadinaregionalong the z-axis. Inthe cases where a thread propagates alight bundle
into a regionassignedto another thread, there is a probability thateither of these threads
may block 011 a lock placed by the other thread 011 access to the various light arrays. As
the nuinber of threads increases, the number of collisions 011 these locks willincrease.
Thus the non lincar decrcase of computation time with increasing number of processors
in ‘Jable 1is expected.

Table 1
Processing timeM 1'1 vs. Threaded
# Voxcls # of MP1 Threaded
Processors * These runs were done with 100
4096 2 2020 630 s photon bundles/voxel, with the time
41096 4 900 310 s adjusted by a factor of I O. Previ-
4096 9 690 130's ous testing has indicated that the
4096 12 1025 03 g processing time is approximately lin-
13824 2 14320 * 1840 s car with the number of photon buni-
13824 4 6270 11905 dles/voxelused .
13824 9 3185 510 s
13824 12 5340 * 390 s
216000 32 5400 s




5. Rendering: Distributed vs. Threaded

Code to rendering images of the the generated comet coma has been developed using
both the MPIl-distributed and threaded methods. In both the threaded and Nil]] dis-
tributed implementations, the imaging plane is divided into a N x M sub regions, cach
task given to a slave processor or thread. There is nointer-thread or inter-slave communi-
cation. The processing time for the MPldistributed and t hreaded versions oft he renderer
arcsimilar. The major diflerence inrendering time is due to the overhead of partitioning
and sending the grid to cach processor in the MP1 distributed implimentation. Currently,
the MPI distributed version of the renderer has a master that extracts and transmits
the portions of the grid needed by cach slave processor. In future versions of the MP1
distributed renderer, cach slave processor will strip the voxelsin it's ficld of view ffroi11 a
single or distributed data file, significantly increaseing the rendering time.

Figure 3 is a rendering of a synthetic comet generated using the model discussed 1 this
paper.

6. Discussion

For the multiple scattering code, the buflering size o f 100 photons (80K bytes) used
to produce the benchmarks above is very likely non optimal. Attempt S to use very large
(80 M bytes) buflers to minimize the number of communications produced a dramatic
increase in computation time. Inthe other direction, bufler sizes of 8K or less resulted in
failure of the MPI code, possibly due to too 'y un processed communications requests
stacking up.

The large size of the data structures used ( 250-2000" M Bytes)makes arobust imple-
mentation of the Monte Carlo multiple scattering code on anon-virtualhemory system
like the Cray-131) problematic. Though the grid can be distributed in the met nory o f
the individual processors, the message buffers t hat are passed among e processors t ake
up considerable space. Since the multiple scattering code is runinfrequently, and offline,
it is unlikely that any time illw’sled inporting the multiple scattering code to the '3
would be well spent.

For the rendering problem, the communications load is trivial, andmemoryresource
problems arc tractable. Animplementation of the renderer for the T31) is under develop-
ment. The rendering problem is worth the additional time invested, given the frequency
with which rendering is done, and the pseudo-realtime demands of spacecraft mission
simulation.
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Table 2
Machines used

Machine  Memory processor

| Omyx 1GB  4RI10000 195M1lz
Omyx 2G8 4 1{10000 195M 11z~
Omyx 2GHB 4 1110000 195MHz~

Impact  128MB1 1{10000 195MH~
Octane  128M1B 2 1/10000 195Mllz
Origin 8§G B 32HI0000 195M117

I'igure 3. Iinage of a synthetic Halley-class comet, with a single jet and a single axis spin

about the solar-comet axis.
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